1. INTRODUCTION

The cost of developing a new drug today is estimated to be over $1 billion. A large part of this cost is the result of failed molecules: chemical compounds that appear to be promising drug candidates during initial stages of screening, but after several rounds of expensive preclinical and clinical testing, turn out to be unsuitable for further development. With chemical libraries today containing millions of structures for screening, there is an increasing need for computational methods that can help alleviate some of these challenges. In particular, computational tools that can rank chemical structures according to their chances of clinical success can be invaluable in prioritizing compounds for screening: such tools can be used to focus expensive biological testing on a small set of highly ranked, more promising candidates, leading to potentially huge savings in time and costs.

Machine learning methods have already shown considerable promise for this task. In particular, since the early days of chemical informatics, regression methods from machine learning and pattern recognition have been used in quantitative structure—activity relationship (QSAR) analysis to predict biological activities of compounds. These include, for example, partial least-squares (PLS) regression, neural networks, genetic algorithms, regression trees and random forests, and more recently, support vector regression (SVR), all of which have been used extensively in QSAR as well as quantitative structure—property relationship (QSPR) applications. In a typical QSAR application, one is given experimentally determined biological activities for a small number of compounds that are known to have a certain level of activity with respect to a particular therapeutic target; a model is then trained to predict the biological activities of new compounds (which are generally are also known/expected to be active with respect to the given target). Often, however, the predicted activities are then used to rank compounds; indeed, as we discuss later, the performance of the learned model is often measured in terms of the quality of the ranking produced.

Machine learning methods have also been used more recently in virtual screening applications, in which the goal is to identify active compounds from large databases containing mostly inactive compounds. In particular, binary classification methods, such as support vector machines (SVMs), have found considerable success. In this case, one is given examples of a few compounds that are known to be active with respect to a therapeutic target of interest, together with several compounds that are known to be inactive; a classifier is then trained to distinguish actives from inactives. Again, the end goal is often to obtain a ranking or prioritization of compounds in which actives are ranked higher. Various methods have been proposed for obtaining such a ranking from a learned classifier; for example, in the case of SVMs, in which the classifier consists of a hyperplane in the chemical descriptor space, the signed distance of the point representing a compound from the classifying hyperplane has been used to obtain a ranking of the compounds, with considerable success. As we discuss below, in this...
In recent years, there has been increasing interest in ranking problems in the fields of machine learning and data mining. This interest is in part the result of an increasing number of applications of ranking, ranging from ranking documents and web pages in information retrieval (IR) to ranking genes in bioinformatics, and in part because ranking problems are mathematically distinct from the classical learning problems of classification and regression, requiring distinct analysis and distinct algorithms. In particular, several new learning algorithms have been developed in the past few years that are designed to directly optimize ranking performance. For example, in the case of binary or bipartite ranking, several new learning algorithms have been developed that minimize an approximate version of this ranking error.

2. BIPARTITE RANKING FOR VIRTUAL SCREENING

2.1. Background. As discussed above, ranking problems have received considerable attention in machine learning in recent years. A particular setting that has been studied in depth is that of bipartite ranking. In the bipartite ranking problem, there are two categories of objects, “positive” and “negative”; the learner is given examples of objects labeled as positive or negative, and the goal is to learn a ranking in which positive objects are ranked higher than negative ones. Such problems arise, for example, in information retrieval, where one is interested in retrieving documents from some database that are “relevant” to a given topic; in this case, the training examples given to the learner consist of documents labeled as relevant (positive) or irrelevant (negative), and the goal is to produce a ranking of the documents such that relevant documents are ranked higher than irrelevant documents.

Formally, the setting of the bipartite ranking problem can be described as follows. The learner is given a training sample $S = (S_+, S_-)$ consisting of a sequence of positive examples $S_+ = (x_1^+, \ldots, x_m^+)$ and a sequence of negative examples $S_- = (x_1^-, \ldots, x_n^-)$, the $x_i^+$ and $x_i^-$ being instances in some instance space $X$, and the goal is to learn a real-valued ranking function $f: X \rightarrow \mathbb{R}$ that ranks accurately future instances in $X$; in other words, that assigns higher scores to positive instances than to negative ones. The ranking quality of $f$ in this setting is often measured in terms of the bipartite ranking error

$$
err(f; S) = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} \left[ I(f(x_i^+)<f(x_j^-)) + \frac{1}{2} I(f(x_i^+)=f(x_j^-)) \right]
$$

(1)

where $I(\phi)$ is 1 if $\phi$ is true and 0 otherwise; this is simply the expected fraction of positive-negative pairs mis-ranked by $f$, assuming that ties are broken uniformly at random. In recent years, a number of learning algorithms have been developed that minimize an approximate version of this bipartite ranking error on the training sample. The bipartite ranking error is in fact simply one minus the AUC, a quantity that is often used to measure the quality of a ranking in the binary/bipartite setting; therefore these ranking algorithms can equivalently be viewed as maximizing (an approximation of) the training AUC. Below we describe one such algorithm that learns a ranking function from a reproducing kernel Hilbert space (RKHS), much as SVMs and SVR do in the case of classification and regression.

2.2. Bipartite RankSVM Algorithm. Because of its discrete nature, the bipartite ranking error in eq 1 cannot be minimized by an algorithm directly. The (bipartite) RankSVM algorithm minimizes instead a regularized version of the following convex upper bound on the ranking error

$$
\frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} (1 - (f(x_i^+) - f(x_j^-)))_+
$$

(2)
This is similar to the use of the hinge loss as a convex upper bound on the zero-one classification loss in SVMs (see Section 2.3) and is depicted in Figure 1.

In this paper, we shall be interested primarily in the case where instances in \( X \) are described by \( d \)-dimensional vectors (such as word frequency vectors in document ranking or chemical descriptor vectors in virtual screening), so that \( X \subseteq \mathbb{R}^d \) for some appropriate \( d \). In this case, given a training sample \( S = (S_+, S_-) \in X^m \times X^n \), the linear RankSVM algorithm learns a linear ranking function \( f: X \rightarrow \mathbb{R} \) given by \( f(x) = \mathbf{w}^T \mathbf{x} \), where the weight vector \( \mathbf{w} \in \mathbb{R}^d \) is selected as follows:

\[
\min_{\mathbf{w} \in \mathbb{R}^d} \left[ \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} \left( 1 - (\mathbf{w}^T \mathbf{x}_i^+ - \mathbf{w}^T \mathbf{x}_j^-) \right)_+ + \frac{1}{2C} ||\mathbf{w}||^2 \right]
\]

(3)

where \( ||\mathbf{w}|| \) denotes the Euclidean norm of \( \mathbf{w} \) and \( C > 0 \) is an appropriate regularization parameter.

More generally, if \( \mathcal{F} \) is an RKHS of real-valued functions on \( X \), the RankSVM algorithm learns a ranking function \( f \in \mathcal{F} \) as follows:

\[
\min_{f \in \mathcal{F}} \left[ \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} \left( 1 - (f(\mathbf{x}_i^+) - f(\mathbf{x}_j^-)) \right)_+ + \frac{1}{2C} ||f||^2_{\mathcal{F}} \right]
\]

(4)

where \( ||f||_{\mathcal{F}} \) denotes the RKHS norm of \( f \) in \( \mathcal{F} \). In practice, the above optimization problem can be solved by reduction to a convex quadratic program (QP), much as is done in the case of SVMs for classification; in particular, if \( K: X \times X \rightarrow \mathbb{R} \) is the kernel function associated with \( \mathcal{F} \), then the above optimization problem reduces to the following convex QP over \( mn \) variables \( \alpha_{ij} \) (\( 1 \leq i \leq m, 1 \leq j \leq n \)):

\[
\min_{\alpha} \left[ \sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{n} \sum_{l=1}^{m} \alpha_{ij} \alpha_{kl} (K(\mathbf{x}_i^+, \mathbf{x}_k^+) - K(\mathbf{x}_i^+, \mathbf{x}_l^-) - K(\mathbf{x}_j^-, \mathbf{x}_k^+) + K(\mathbf{x}_j^-, \mathbf{x}_l^-)) - \sum_{i=1}^{m} \sum_{j=1}^{n} \alpha_{ij} \right]
\]

subject to

\[
0 \leq \alpha_{ij} \leq \frac{C}{mn} \text{ for all } i,j
\]

(5)

Given the solution \( \alpha \) to the above QP, the solution to eq 4 is given by

\[
f(\mathbf{x}) = \sum_{i=1}^{m} \sum_{j=1}^{n} \alpha_{ij} (K(\mathbf{x}_i^+, \mathbf{x}) - K(\mathbf{x}_j^-, \mathbf{x}))
\]

(6)

Thus, given a training sample \( S = (S_+, S_-) \in X^m \times X^n \) and a kernel function \( K \) corresponding to an RKHS \( \mathcal{F} \), the bipartite RankSVM algorithm learns a ranking function \( f: X \rightarrow \mathbb{R} \) by solving the QP in eq 5, and then constructing \( f \) as in eq 6.

While the QP in eq 5 above can be solved using a standard QP solver as is usually done in the case of SVMs, this generally takes \( O(m^3n^3) \) time, which can be slow even for moderate-sized data sets. In our experiments, we used a gradient projection algorithm to solve the above QP. In particular, let \( Q(\alpha) \) denote the (quadratic) objective function in eq 5 above, and let \( \Omega = \{ \alpha \in \mathbb{R}^{mn} : 0 \leq \alpha_{ij} \leq C(mn) \} \) for all \( i,j \) be the constraint set. Then the gradient projection algorithm starts at some initial value \( \alpha^{(0)} \) for \( \alpha \), and at each iteration \( t \), updates \( \alpha^{(t)} \) using a gradient and projection step

\[
\alpha^{(t+1)} = P_{\Omega} Q(\alpha^{(t)} - \eta_t \nabla Q(\alpha^{(t)}))
\]

(7)

where \( \eta_t > 0 \) is a learning rate, \( \nabla Q \) denotes the gradient of \( Q \), and \( P_{\Omega} \) denotes Euclidean projection onto \( \Omega \); in particular, for \( \Omega \) as above, projection onto \( \Omega \) simply involves clipping values of \( \alpha_{ij} \) outside the interval \([0, C(mn)]\) to the interval.

It is well-known from standard results in the optimization literature\(^3\) that for a convex optimization problem, if \( \eta_t = \eta/(\sqrt{t}) \) for some constant \( \eta > 0 \), then gradient projection converges to an optimal solution, and in particular, reaches a solution whose objective value is within \( \epsilon \) of the optimal in \( O(1/\epsilon^2) \) iterations. In our case, each iteration takes \( O(m + n^2) \) time, and therefore the gradient projection algorithm reaches an \( \epsilon \)-optimal solution to eq 5 in \( O((m + n)^2/\epsilon^2) \) time. The algorithm is summarized in Figure 2.

2.3. SVM-Based Ranking. An alternative to the bipartite RankSVM algorithm is to learn a classifier consisting of a real-valued function \( f: X \rightarrow \mathbb{R} \) and a threshold \( b \in \mathbb{R} \) using the SVM algorithm and then simply use \( f \) to rank objects in \( X \). Specifically, given a training sample \( S = (S_+, S_-) \in X^m \times X^n \), one can train an SVM classifier on the equivalent labeled sample \( S' = ((x_i, y_i), \ldots, (x_{m+n}, y_{m+n})) \) where

\[
\begin{align*}
x_k^+ & = (x_k^+, +1) \quad \text{for } k = 1, \ldots, m \\
x_k^- & = (x_k^-, -1) \quad \text{for } k = m + 1, \ldots, m + n
\end{align*}
\]

Given such a labeled sample \( S' \) and a kernel function \( K \) corresponding to an RKHS \( \mathcal{F} \), the SVM algorithm learns a classifier \( h : X \rightarrow \{-1, +1\} \) given by

\[
h(x) = \text{sign}(f(x) + b)
\]

where

\[
\text{sign}(u) = \begin{cases} +1 & \text{if } u \geq 0 \\ -1 & \text{otherwise} \end{cases}
\]

and where \( f \in \mathcal{F} \) and \( b \in \mathbb{R} \) are selected as follows:
Here the hinge loss on the $k$th example
\[(1 - y_k(f(x_k) + b))_+\]
serves as a convex upper bound on the zero-one classification loss
\[I_{(f(x_k)+b)<0}\]

This is depicted in Figure 3. As noted above, the standard approach to solving the above optimization problem is via reduction to a convex QP.35

The above approach of using the SVM classification algorithm to learn a ranking function $f$ has been used in virtual screening by Jorissen and Gilson12 and Geppert et al.,13 with considerable success. However, as can be seen, the function $f$ in this case is actually chosen to optimize classification accuracy, whereas the RankSVM algorithm described in section 2.2 selects $f$ to optimize ranking performance.

2.4. Virtual Screening Data Sets. In our virtual screening experiments, we used the data sets used by Jorissen and Gilson,12 which consist of five sets of chemical compounds that each target a different protein, and a background set of compounds that are assumed to be inactive. The five active sets contain 50 compounds each in the following classes: reversible inhibitors of cyclin-dependent kinase 2 (CDK2), cyclooxygenase-2 (COX2), factor Xa (FXa), and phosphodiesterase-5 (PDE5), and reversible antagonists of the $\alpha_{1A}$ adrenoceptor ($\alpha_{1A}$AR). The inactive set contains 1892 compounds drawn from the National Cancer Institute (NCI) diversity set. Details of these data sets can be found in the original reference.12

Given the prevalence of binary molecular fingerprints as chemical descriptors in virtual screening,13,31,36,37 we chose to represent each compound in the above data sets using two different types of fingerprints. The first of these is the Molprint2D fingerprint,38,39 which has been shown recently to give superior performance compared to other types of fingerprints in SVM-based ranking applications.13,31,37 The Molprint2D fingerprint associated with a compound consists of a set of strings describing the atom environments present in the compound; as in the above studies,13,31,37 we converted these to bit vectors by enumerating all the atom environment strings present in our data sets and assigning a unique fingerprint position to each such string; for each compound, the bit corresponding to a given string was then set to 1 if the associated atom environment was present in the compound, and 0 otherwise. This resulted in a fingerprint representation with a total of 17,221 bit positions. The second fingerprint we used is the basic FP2 fingerprint available with the OpenBabel chemical informatics software package.40 For each compound, the FP2 fingerprint indexes small molecular fragments (of up to 7 atoms) using a hash code that generates a total of 1021 bits.

We compared the performance of the bipartite RankSVM algorithm with that of the SVM-based ranking method on the above data sets. For each of the five targets, we had 50 active compounds, and a total of 2092 inactives (including the 1892 background compounds and the 200 compounds belonging to the other four active sets). We considered three different types of fingerprints. The first of these is the Molprint2D fingerprint,38,39 which has been shown recently to give superior performance compared to other types of fingerprints in SVM-based ranking applications.13,31,37

### Algorithm 2.1 Bipartite RankSVM – Gradient Projection Algorithm

**Inputs:**
- Training sample $S = (S_+, S_-) \in X^m \times X^n$
- Kernel function $K : X \times X \rightarrow \mathbb{R}$
- Parameters $C, T, \eta$

**Initialize:**
\[
a^{(0)}_{ij} = \frac{C}{100m} \quad \forall 1 \leq i \leq m, 1 \leq j \leq n \quad \text{(initialize to some small values)}
\]

**For** $t = 1$ to $T$ **do**
- **[Gradient step]**
  \[
  a^{(t+1/2)} = a^{(t)} - \frac{\eta}{\sqrt{t}} \nabla Q(a^{(t)})
  \]
- **[Projection step]**
  **For** $i = 1$ to $m$ **do**
    **For** $j = 1$ to $n$ **do**
      **If** \(a^{(t+1/2)}_{ij} < 0\) **Then** \(a^{(t+1)}_{ij} \leftarrow 0\)
      **Else If** \(a^{(t+1/2)}_{ij} > \frac{C}{min}\) **Then** \(a^{(t+1)}_{ij} \leftarrow \frac{C}{min}\)
      **Else** \(a^{(t+1)}_{ij} \leftarrow a^{(t+1/2)}_{ij}\)
  **Output:**
  \[
  f(x) = \sum_{i=1}^{m} \sum_{j=1}^{n} a^{(t)}_{ij} K(x^*_i, x) - K(x^*_j, x), \quad \text{where} \ t^* = \arg\min_{1 \leq t \leq T+1} Q(a^{(t)}).
  \]

**Figure 2.** Fast bipartite RankSVM algorithm based on the gradient projection method. Here $Q$ refers to the objective function in eq 5.
different ways to split these into training and test sets, two of which were used in the original study by Jorissen and Gilson. In particular, Jorissen and Gilson listed the 50 active compounds for each target in a manner such that compounds with similar chemistries were grouped together. They then split the compounds in two ways. In the first split, the top 25 compounds in each list were separated from the bottom 25, with one-half going to the training set and the other half going to the test set; thus in this case, the active compounds in the training and test sets are mostly quite different. In the second split, the odd-numbered compounds in each list were separated from the even-numbered compounds, again with one-half going to the training set and the other half going to the test set; in this case, the active compounds in the training and test sets are highly similar.

In each case, the background compounds were partitioned in a fixed manner (odd-numbered entries in a fixed ordering were separated from even-numbered entries), with half the compounds going to the training set and half going to the test set.

The above splits of the compounds into training and test sets are both extremes, representing the worst-case and best-case possibilities, respectively. In practice, the training set is likely to be more representative of the test set than in the first (worst-case) split above, and less representative than in the second (best-case) split. To simulate this, we also considered a third split, in which the active and background sets were each partitioned randomly, with one-half going to the training set and the other half going to the test set. As above, this resulted in training and test sets each containing 25 actives and 1046 inactives. In addition, to evaluate the impact of the training set size, we conducted experiments in which 20%, 40%, 60%, 80%, and 100% of the training compounds were used. This process was repeated with 10 different random partitions of the compounds into training and test sets.

2.5. Performance Measures. For each train/test split of the virtual screening data sets described above, the performance of the ranking function learned by each algorithm on the training set was evaluated on the corresponding test set. The following performance measures were used:

1. Bipartite ranking error: This is the quantity (approximately) optimized by the bipartite RankSVM algorithm. Specifically, given a ranking function \( f: X \rightarrow \mathbb{R} \) and a test sample \( T = (T_+, T_-) \) consisting of \( m \) positive instances \( T_+ = (x_1^+, ..., x_m^+) \in \mathbb{X}^+ \) and \( n \) negative instances \( T_- = (x_1^-, ..., x_n^-) \in \mathbb{X}^- \), the bipartite ranking error of \( f \) with respect to \( T \) measures the fraction of positive-negative pairs in \( T \) mis-ranked by \( f \), and is given by:

\[
\text{err}(f;T) = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} \left[ I(f(x_i^+)<f(x_j^-)) + \frac{1}{2} I(f(x_i^+)=f(x_j^-)) \right]
\]

2. Area under the ROC curve (AUC): This is the area under the curve (ROC) of positive-negative pairs in \( T \) that are ranked correctly by \( f \), and is widely used as a ranking performance measure in the binary setting. Specifically:

\[
\text{AUC}(f;T) = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} \left[ I(f(x_i^+)<f(x_j^-)) + \frac{1}{2} I(f(x_i^+)=f(x_j^-)) \right]
\]

3. Average precision: The precision at a given position \( r \) is widely used in information retrieval to measure the concentration of relevant documents in the top \( r \) documents in a ranked list. In our case, the precision of \( f \) at position \( r \) in \( T \) (for \( 1 \leq r \leq m + n \)) is defined as the proportion of actives in the top \( r \) compounds returned by \( f \):

\[
\text{prec}(f;T) = \frac{1}{r} \sum_{j=1}^{r} I(y_{r-1}(j)=1+1)
\]

where \( y_{r-1}(j) \) is the label \((+1 \text{ for active and } -1 \text{ for inactive})\) of the \( r \)-th ranking compound returned by \( f \). In particular, if \( T' = ((x_1, y_1), ..., (x_{m+n}, y_{m+n})) \) is constructed from \( T \) according to

\[
(x_k, y_k) = \begin{cases} (x_k^+, +1) & \text{for } k = 1,...,m \\ (x_k^-, -1) & \text{for } k = m + 1,...,m + n 
\end{cases}
\]

then we have used \( \pi(k) \) to denote the position of \( x_k \) in the ranking returned by \( f \), and \( \pi^{-1}(i) \) to denote the index in \( T' \) of the \( i \)-th ranking compound returned by \( f \).

The precision is closely related to the enrichment factor (EF) used, for example, by Jorissen and Gilson to evaluate rankings in virtual screening. In particular, the enrichment factor at a given position \( r \) measures the proportion of actives in the top \( r \) compounds relative to the overall proportion of actives in the complete sample:

\[
\text{EF}(f;T) = \frac{\text{prec}(f;T)}{\text{prec}_{m+n}(f;T)}
\]

The precision and enrichment factor measure the retrieval quality at a specific cutoff point. The average precision (AP) has been used to measure the overall quality of a ranking and, in our case, is defined as the average of the precision values at the positions corresponding to active compounds:

\[
\text{AP}(f;T) = \frac{1}{m} \sum_{i=1}^{m} \left[ \frac{\text{prec}(f;T)}{\text{prec}_{m+n}(f;T)} \times I(y_{r-1}(i)=1+1) \right]
\]

Unlike the bipartite ranking error and AUC, which measure the global quality of a ranking, the average precision emphasizes ranking quality at the top of a ranked list. This is often important for retrieval-type applications (for example, in web search, the quality of the webpages returned at the top of the list is of paramount importance); consequently, the average precision is popular as a performance measure in information retrieval.

We note that if the ranking function \( f \) assigns distinct scores to all the compounds in \( T \), then the average precision can also be written as

\[
\text{AP}(f;T) = \frac{1}{m} \sum_{i=1}^{m} \left[ \frac{\sum_{j=1}^{m+n} I(y_{r-1}(j)=1+1)}{\sum_{k=1}^{m+n} I(y_{r-1}(k)=1+1)} \right]
\]

This bears some resemblance to the modified enrichment factor used by Jorissen and Gilson, which when
evaluated over the complete sample is inversely proportional to the average rank (AR) of the actives.

\[
\text{EF}(f; T) = \frac{m + n}{2\text{AR}(f; T)} = \frac{m + n}{2 \sum_{i=1}^{m+n} \left[ \sum_{k=1}^{m+n} I(f(x_k) \geq f(x_i)) \right]}
\]

4. Number of actives in top 25 compounds: A simple measure of the quality of a ranking at a cutoff \( r \) is the number of actives returned in the top \( r \) compounds

\[
\text{act}_r(f; T) = \sum_{i=1}^{r} I(x_i \in \text{actives} + 1]
\]

We report the number of actives in the top 25 compounds, \( \text{act}_{25}(f; T) \).

Note that the precision at \( r \) (see above) is simply

\[
\text{prec}_r(f; T) = \frac{\text{act}_r(f; T)}{r}
\]

Together with precision, another measure frequently reported when evaluating a ranking at a cutoff \( r \) is the recall, which is the proportion of all actives in the sample that are returned in the top \( r \) compounds

\[
\text{recall}_r(f; T) = \frac{\text{act}_r(f; T)}{m}
\]

In our data sets, the total number of actives in each test sample is \( m = 25 \) (see section 2.4). In an ideal ranking in our case, all 25 active compounds would be placed above all the inactive compounds, which would give \( \text{act}_{25}(f; T) = 25 \).

5. Number of actives in top 100 compounds: We also report the number of actives in the top 100 compounds, \( \text{act}_{100}(f; T) \). Since the total number of actives in each test sample in our case is \( m = 25 \) (see above), we have

\[
\text{act}_{25}(f; T) \leq \text{act}_{100}(f; T) \leq 25
\]

3. RANKING WITH REAL-VALUED LABELS FOR QSAR DATA

3.1. Background. In many cases, one has a collection of compounds that are all known (or expected) to have some degree of activity with respect to a particular target, and it is of interest to construct a fine-grained ranking among these compounds to identify the most promising candidates. In such cases, one is given experimentally determined biological activities for a small number of compounds in the collection, and the goal is to rank the remaining compounds such that those with greater activities are ranked higher. Thus, unlike virtual screening, where the compounds are associated with binary active/inactive labels, the compounds to be ranked here are associated with real-valued activity labels.

The problem of ranking with real-valued labels has been studied recently by Agarwal and Niyogi. The general setting in this case can be described as follows. The learner is given a labeled training sample \( S = (x_1, y_1), ..., (x_m, y_m) \), the \( x_i \) being instances in some instance space \( X \) and the \( y_i \) being real-valued labels denoting the “relevance” of the corresponding \( x_i \), and the goal is to learn a ranking function \( f: X \rightarrow \mathbb{R} \) that ranks accurately future instances in \( X \); in other words, that assigns higher scores to more relevant instances than to less relevant ones. The ranking quality of \( f \) in this setting can be measured in terms of the following relevance-weighted ranking error

\[
\text{err}(f; S) = \frac{1}{|P|} \sum_{(i,j) \in P} (y_i - y_j) \left[ I(f(x_i) < f(x_j)) + \frac{1}{2} I(f(x_i) = f(x_j)) \right]
\]

where

\[
P = \{(i,j)|y_i > y_j\}
\]

denotes the set of “preference pairs” in \( S \). Thus, mis-ranking a pair of instances with a large difference in relevance values (pair of compounds with a large difference in activities) incurs a larger loss or penalty than mis-ranking a pair of instances with similar relevance values (pair of compounds with similar activities). Below we describe a variant of the RankSVM algorithm that minimizes an approximate version of this ranking error on the training sample.

3.2. RankSVM Algorithm for Real-Valued Labels. As in the bipartite case, the ranking error in eq 9 cannot be minimized directly. The RankSVM algorithm for this setting minimizes a regularized version of the following convex upper bound on the ranking error

\[
\min_{f \in \mathcal{F}} \left[ \frac{1}{|P|} \sum_{(i,j) \in P} ((y_i - y_j) - (f(x_i) - f(x_j)))_+ + \frac{1}{2C} \|f\|^2 \right]
\]

This is depicted in Figure 4. In particular, given a training sample \( S \in (X \times \mathbb{R})^m \) as above and an RKHS \( \mathcal{F} \) of real-valued functions on \( X \), the algorithm selects a ranking function \( f \in \mathcal{F} \) as follows:

\[
\min_{f \in \mathcal{F}} \left[ \frac{1}{|P|} \sum_{(i,j) \in P} ((y_i - y_j) - (f(x_i) - f(x_j)))_+ + \frac{1}{2C} \|f\|^2 \right]
\]

It can be shown that if \( K: X \times X \rightarrow \mathbb{R} \) is the kernel function associated with \( \mathcal{F} \), then the above optimization problem reduces to the following convex QP in \(|P|\) variables \( \alpha_{ij} \) for \((i,j) \in P\).
biological activities, as a means to better understand the structural features of chemical compounds that correlate with particular activities. Such algorithms are frequently used to find structural features that help in such prediction, then learning a prediction model using regression methods is indeed the right approach. However, as we shall see, if the goal is to rank compounds in decreasing order of activity, then the criteria optimized by SVR or other regression algorithms may be suboptimal.

3.3. SVR-Based Ranking. An alternative to RankSVM is to simply use a regression algorithm such as SVR to learn a prediction model consisting of a real-valued function \( f : X \rightarrow \mathbb{R} \) that predicts the labels of new instances in \( X \) (activities of new compounds) and then ranks the instances in decreasing order of predicted labels (predicted activities).

Regression algorithms, including SVR, as well as several others, have been used widely in QSAR prediction tasks; in particular, such algorithms are frequently used to find structural features of chemical compounds that correlate with biological activities, as a means to better understand the structure of potential drug candidates in relation to the activity being studied. If the goal is to predict activities or to find structural features that help in such prediction, then learning a prediction model using regression methods is indeed the right approach. However, as we shall see, if the goal is to rank compounds in decreasing order of activity, then the criteria optimized by SVR or other regression algorithms may be suboptimal.

In particular, given a training sample \( S = ((x_1, y_1), ..., (x_m, y_m)) \in (X \times \mathbb{R})^m \) and a kernel function \( K \) corresponding to an RKHS \( \mathcal{F} \), the SVR algorithm learns a prediction function \( f: X \rightarrow \mathbb{R} \) as follows:

\[
\min_{f \in \mathcal{F}} \left[ \frac{1}{m} \sum_{i=1}^{m} (f(x_i) - y_i)^2 + \frac{1}{2C} \|f\|^2 \right] \tag{14}
\]

where \( \epsilon \) is a sensitivity parameter. Here the term \((f(x_i) - y_i) - \epsilon)^+\) is the \( \epsilon \)-insensitive loss on the \( i \)th example and is a measure of the prediction error of \( f \) on \((x_i, y_i)\), which is zero if \( |f(x_i) - y_i| < \epsilon \) and grows with \( |f(x_i) - y_i| \) otherwise; this is depicted in Figure 6. As with SVMs, the standard approach to solving the above optimization problem is via reduction to a convex QP.\(^{42}\)

**Algorithm** RankSVM for Real-Valued Labels – Gradient Projection Algorithm

**Inputs:**
- Training sample \( S \in (X \times \mathbb{R})^m \)
- Kernel function \( K : X \times X \rightarrow \mathbb{R} \)
- Parameters \( C, T, \eta \)

**Initialize:**
- \( \alpha_{ij}^{(1)} = \frac{C}{|P|} \) for all \((i, j) \in P\) (initialize to some small values)

**For** \( t = 1 \) to \( T \) **do:**
- [Gradient step]
  - \( \alpha_{ij}^{(t+1/2)} = \alpha_{ij}^{(t)} - \frac{1}{\sqrt{t}} \nabla Q(\alpha^{(t)}) \)
- [Projection step]
  - For \((i, j) \in P\) do:
    - **If** \( \alpha_{ij}^{(t+1/2)} < 0 \) **then** \( \alpha_{ij}^{(t+1)} = 0 \)
    - **Else if** \( \alpha_{ij}^{(t+1/2)} > \frac{C}{|P|} \) **then** \( \alpha_{ij}^{(t+1)} = \frac{C}{|P|} \)
    - **Else** \( \alpha_{ij}^{(t+1)} = \alpha_{ij}^{(t+1/2)} \)

**Output:**
\[
f(x) = \sum_{(i,j) \in P} \alpha_{ij}^{(t^*)} (K(x_i, x) - K(x_j, x)) \quad \text{where } t^* = \arg \min_{t \leq T} Q(\alpha^{(t)})
\]
As discussed above, SVR regression has been used to obtain an implicit ranking of compounds in QSAR data sets. However, as can be seen, the function \( f \) in this case is actually chosen to optimize prediction accuracy, while the RankSVM algorithm described in section 3.2 selects \( f \) to optimize ranking performance.

3.4. QSAR Data Sets. In our QSAR ranking experiments, we used two QSAR data sets used by Sutherland et al., which consist of inhibitors of dihydrofolate reductase (DHFR) and cyclooxygenase-2 (COX2), respectively, together with corresponding biological activities represented as pIC\(_{50}\) values. The DHFR inhibitor data set contains 361 compounds, with pIC\(_{50}\) values ranging from 3.3 to 9.8; the COX2 inhibitor data set contains 282 compounds, with pIC\(_{50}\) values ranging from 4.0 to 9.0.

Each compound in the above data sets was represented using two different types of descriptors. The first of these are the 2.5D chemical descriptors used in the study by Sutherland et al. These include 2D descriptors that are calculated simply from the connection graph of a molecule (such as \( \chi \) indices, counts of rotatable bonds, molecular weight, and E-state indices), as well as whole-molecule 3D descriptors (such as molecular volume and charged partial surface area descriptors); details of these descriptors can be found in ref 10 and the references therein. The DHFR inhibitor data set contains 70 real-valued descriptors; the COX2 inhibitor data set contains 74 real-valued descriptors. In our experiments, each of these descriptors was scaled to lie between 0 and 1. The second type of descriptors we used are the OpenBabel FP2 fingerprints, which as described in section 2.4, result in a vector of 1021 bits for each compound.

We compared the performance of the RankSVM algorithm with that of the SVR-based ranking method on the above data sets. We considered two different types of train/test splits of these data sets. The first split was used in the original study by Sutherland et al.; in this case, for each data set, approximately one-third of the compounds were selected using a maximum dissimilarity algorithm and assigned to the test set, while the remaining two-thirds were assigned to the training set. This resulted in a training set of 237 compounds and test set of 124 compounds for the DHFR inhibitor data set and a training set of 188 compounds and test set of 94 compounds for the COX2 inhibitor data set.

Again, the above train/test split represents a worst-case possibility, with the test set being maximally diverse and requiring considerable extrapolation from the training set. We also considered a random split, in which each data set was partitioned randomly into training and test sets of the same sizes as above. In addition, to evaluate the impact of the training set size, we conducted experiments in which 10%, 20%, 30%, ..., 100% of the training compounds were used. This process was repeated with 10 different random partitions of the compounds into training and test sets.

3.5. Performance Measures. For each train/test split of the QSAR data sets described above, the performance of the ranking function learned by each algorithm on the training set was evaluated on the corresponding test set. The following performance measures were used:

1. Ranking error: This is the quantity (approximately) optimized by the RankSVM algorithm in the real-valued labels setting described above. Specifically, given a ranking function \( f : X \rightarrow \mathbb{R} \) and a test sample \( T = ((x_1, y_1), ..., (x_m, y_m)) \in (X \times \mathbb{R})^m \), the ranking error of \( f \) with respect to \( T \) measures the average relevance-weighted ranking loss of \( f \) on preference pairs in \( T \)

\[
\text{err}(f;T) = \frac{1}{|P|} \sum_{(i,j) \in P} (y_i - y_j)^2 \left[ \mathbf{I}_{f(x_i) < f(x_j)} + \frac{1}{2} \mathbf{I}_{f(x_i) = f(x_j)} \right]
\]

where \( P = \{(i,j) \mid y_i > y_j\} \) denotes the set of preference pairs in \( T \).

2. Correlation: Two performance measures that have frequently been used in evaluating QSAR models are the root mean squared error (RMSE) and correlation. The RMSE measures the predictive (in)accuracy of a model; the correlation, on the other hand, can be viewed as a measure of ranking performance. Specifically, the (Pearson) correlation between the vector \( f = (f(x_1), ..., f(x_m)) \) of predicted activities (or in our case, simply scores assigned by the learned function) and the vector \( y = (y_1, ..., y_m) \) of actual activities is given by

\[
\text{corr}(f;T) = \frac{1}{m-1} \sum_{i=1}^{m} \left( f(x_i) - \mu_f \right) \left( y_i - \mu_y \right) / \sigma_f \sigma_y
\]

where \( \mu_f, \sigma_f \) and \( \mu_y, \sigma_y \) are the mean and standard deviation of \( f \), respectively, and \( \mu_y, \sigma_y \) are similarly the mean and standard deviation of \( y \), respectively. As is well-known, this measures the strength of a linear relationship between the two vectors. In particular, if the relative differences in the scores/activities of compounds under the two vectors are roughly proportional to each other (resulting in a similar ranking), the correlation will be high. Note however that if the rankings are similar but the scores have a nonlinear relationship, then the correlation may not be an accurate measure of ranking performance. The correlation lies between \(-1 \) and 1, with 1 representing a perfect positive linear relationship and \(-1 \) representing a perfect negative linear relationship.

3. Kendall’s \( \tau \) rank correlation coefficient: Kendall’s \( \tau \) is a popular rank correlation coefficient used to measure the agreement between two rankings; it effectively measures the fraction of pairs of objects on which two rankings agree. In our case, it was used to measure the expected agreement between the learned ranking of the compounds in \( T \) and the true ranking based on their biological activities, assuming that ties in the learned ranking are broken uniformly at random:

\[
\tau(f;T) = 2 \frac{1}{|P|} \sum_{(i,j) \in P} \left[ \mathbf{I}_{f(x_i) > f(x_j)} + \frac{1}{2} \mathbf{I}_{f(x_i) = f(x_j)} \right] - 1
\]

The Kendall \( \tau \) coefficient takes a value between \(-1 \) and 1, with 1 representing perfect agreement between the rankings and \(-1 \) representing perfect disagreement.

Spearman’s \( \rho \) rank correlation coefficient: Spearman’s \( \rho \) is another popular rank correlation coefficient used to measure the agreement between two rankings; it measures the standard Pearson correlation between the vectors of ranks of objects (i.e., their positions in sorted order) resulting from two rankings. In our case, it was used to measure the correlation between the learned ranking of the compounds in \( T \) and the true ranking based on their biological activities. In particular, if \( \beta(i) \) denotes the rank of \( x_i \) in the ranking returned by \( f \) (such that compounds
that are assigned the same score by \( f \) receive the average rank among them and \( \beta_i(i) \) denotes similarly the rank of \( x_i \) in the ranking based on the actual activities, then the Spearman \( \rho \) coefficient is given by the Pearson correlation between the vectors \( \beta_f = (\beta_f(1), ..., \beta_f(m)) \) and \( \beta_\pi = (\beta_\pi(1), ..., \beta_\pi(m)) \):

\[
\rho(f;T) = \frac{1}{m-1} \sum_{i=1}^m (\beta_f(i) - \mu_f)(\beta_\pi(i) - \mu_\pi)
\]

where \( \mu_f \) and \( \sigma_f \) are the mean and standard deviation of \( \beta_f \), respectively, and \( \mu_\pi \) and \( \sigma_\pi \) are similarly the mean and standard deviation of \( \beta_\pi \), respectively. The Spearman \( \rho \) coefficient also takes a value between \(-1\) and \(1\), with 1 representing perfect agreement and \(-1\) representing perfect disagreement.

5. Normalized discounted cumulative gain (NDCG): The NDCG\(^{45}\) is a popular measure of ranking performance in information retrieval, where the relevance of the top few items returned by a ranking (such as the top few web pages returned in a web search) is especially important, and is used instead of the average precision (see section 2.5) when there are more than two possible relevance levels. As with the average precision, the NDCG places greater emphasis on ranking accuracy at the top of a ranked list: starting from the top, it accumulates a gain value for each object in the list that is based on the relevance of the object, but applies a (logarithmic) discounting factor that reduces the gain for objects lower down in the list. In our case, the NDCG was used to evaluate the ranked list of compounds in \( T \) returned by \( f \); the gain value of each compound in the list was based on the biological activity of the compound. In particular, if \( x^{-1}(i) \) denotes the index of the compound in \( T \) that appears in the \( i \)th position in the ranking returned by \( f \), then the NDCG is given by

\[
\text{NDCG}(f;T) = \frac{1}{Z} \sum_{i=1}^m \frac{1}{\log_2(i + 1)} \cdot \left( 2^{\beta_f(i)} - 1 \right)
\]

where \( 1/\log_2(i + 1) \) is the discounting factor for the \( i \)th-ranking compound, and \( Z \) is a normalization constant chosen so that the NDCG is at most 1. Higher values of the NDCG correspond to better ranking performance.

4. RESULTS AND DISCUSSION

4.1. Virtual Screening Results. As discussed in section 2, we compared the performance of the bipartite RankSVM algorithm with that of SVM-based ranking on five virtual screening data sets consisting of actives with respect to CDK2, COX2, FXa, PDE5, and \( \alpha_1 \beta_2 \)AR, and a background set of inactives. Two different molecular fingerprint representations were used for these data sets: MolPrint2D fingerprints and OpenBabel FP2 fingerprints. As described in section 2.4, using MolPrint2D fingerprints, each compound in these data sets was represented as a binary fingerprint vector with 17,221 bit positions; thus the instance space in this case was \( X = \{0, 1\}^{17,221} \). Using FP2 fingerprints, each compound was represented as a vector with 1021 bit positions; thus in this case we had \( X = \{0, 1\}^{1021} \). For both fingerprints, we used the Tanimoto kernel, which is widely used with binary fingerprint vectors and is defined as

\[
K_{\text{Tanimoto}}(x, x') = \frac{x \cdot x'}{x \cdot x + x' \cdot x'}
\]

The SVM algorithm was implemented using the SVM\(^{\text{light}}\) software of Joachims.\(^{46,47}\) The regularization parameter \( C \) in each training run was selected by 5-fold cross-validation from the range \( \{0.1, 1, 10, 100, 1000\} \); in each case, the value of \( C \) that gave the lowest average bipartite ranking error (equivalently, the highest average AUC) across the five folds was used in training.

For the bipartite RankSVM algorithm, we used the gradient projection algorithm described in section 2.2, implemented in C++. The number of iterations \( T \) was fixed to 1000; the learning rate \( \eta \) and the regularization parameter \( C \) were selected by 5-fold cross-validation as above, with \( C \) being selected from the same range as above, and \( \eta \) being selected from the range \( \{10^{-6}, 10^{-5}, 10^{-4}, 10^{-3}, 10^{-2}\} \).

As described in section 2.4, we considered three different splits of the data sets into training and test sets. We refer to the two original splits used by Jorissen and Gilson\(^{12}\) as 1st/2nd (in which the first half of each list of actives, grouped by structure, was used for training and the second half for testing; the reverse split 2nd/1st was also considered) and Odd/Even (in which the odd-numbered compounds in each list of actives were used for training and the even-numbered compounds for testing; again the reverse split Even/Odd was also considered). The third group of splits consisted of randomly partitioning each data set and using one-half for training and the other half for testing.

The results on the 1st/2nd splits using MolPrint2D fingerprints are shown in Table 1; those using FP2 fingerprints are shown in Table 2. In each case, the better performance is shown in bold typeface. Recall from section 2.4 that these splits represent a worst-case situation, in which the training and test compounds are chosen to be structurally different. While there is no clear winner between the two

Table 1. Virtual Screening Results on 1st/2nd Splits Using MolPrint2D Fingerprints (with the Tanimoto Kernel)

<table>
<thead>
<tr>
<th>data set</th>
<th>train/test split</th>
<th>SVM ranking error</th>
<th>AUC</th>
<th>average precision</th>
<th>actives in top 25</th>
<th>actives in top 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDK2</td>
<td>1st/2nd</td>
<td>0.2616</td>
<td>0.2313</td>
<td>0.7384</td>
<td>0.7687</td>
<td>0.2841</td>
</tr>
<tr>
<td></td>
<td>2nd/1st</td>
<td>0.2734</td>
<td>0.2797</td>
<td>0.7266</td>
<td>0.7203</td>
<td>0.3428</td>
</tr>
<tr>
<td>COX2</td>
<td>1st/2nd</td>
<td>0.1688</td>
<td>0.1534</td>
<td>0.8312</td>
<td>0.8466</td>
<td>0.6914</td>
</tr>
<tr>
<td></td>
<td>2nd/1st</td>
<td>0.2672</td>
<td>0.2207</td>
<td>0.7328</td>
<td>0.7723</td>
<td>0.2891</td>
</tr>
<tr>
<td>FXa</td>
<td>1st/2nd</td>
<td>0.0026</td>
<td>0.0031</td>
<td>0.9974</td>
<td>0.9969</td>
<td>0.9305</td>
</tr>
<tr>
<td></td>
<td>2nd/1st</td>
<td>0.1101</td>
<td>0.0581</td>
<td>0.8899</td>
<td>0.9419</td>
<td>0.6927</td>
</tr>
<tr>
<td>PDE5</td>
<td>1st/2nd</td>
<td>0.1467</td>
<td>0.1660</td>
<td>0.8533</td>
<td>0.8340</td>
<td>0.1226</td>
</tr>
<tr>
<td></td>
<td>2nd/1st</td>
<td>0.2180</td>
<td>0.1280</td>
<td>0.7820</td>
<td>0.8720</td>
<td>0.0935</td>
</tr>
<tr>
<td>( \alpha_1 \beta_2 )AR</td>
<td>1st/2nd</td>
<td>0.0810</td>
<td>0.0517</td>
<td>0.9190</td>
<td>0.9483</td>
<td>0.6875</td>
</tr>
<tr>
<td></td>
<td>2nd/1st</td>
<td>0.0291</td>
<td>0.0268</td>
<td>0.9709</td>
<td>0.9732</td>
<td>0.6271</td>
</tr>
</tbody>
</table>
algorithms for these splits overall, we note that using the FP2 fingerprints in particular, the RankSVM algorithm tends to give better performance than the SVM algorithm in terms of the bipartite ranking error or AUC. We also note that overall, the FP2 fingerprint representation tends to result in superior ranking performance for these splits than the MolPrint2D fingerprint representation (as measured by the ranking error or AUC), independent of the particular data set or representation used. Indeed, as seen above, the difference in results between the 1st/2nd and Odd/Even splits is much greater than the difference in results between the two algorithms or across different representations for any of these splits.

The third group of train/test splits, in which the data sets were randomly partitioned into training and test sets, were designed to simulate a situation in which the training set would be more representative of the test set than in the first (worst-case) situation above, but less similar to the test set than in the second (best-case) situation. The results on these random splits using MolPrint2D fingerprints are shown in Table 5; those using FP2 fingerprints are shown in Table 6.

Both the worst-case situation represented by the 1st/2nd splits and the best-case situation represented by the Odd/Even splits are extremes that make it difficult to compare algorithms in an objective manner: in the former situation, it is difficult for any learning algorithm to perform well; in the latter, almost any reasonable algorithm should give good results. Indeed, as seen above, the difference in results between the 1st/2nd and Odd/Even splits is much greater than the difference in results between the two algorithms or across different representations for any of these splits.

Table 2. Virtual Screening Results on 1st/2nd Splits using FP2 Fingerprints (with the Tanimoto Kernel)

<table>
<thead>
<tr>
<th>data set</th>
<th>train/test split</th>
<th>ranking error</th>
<th>AUC</th>
<th>average precision</th>
<th>actives in top 25</th>
<th>actives in top 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDK2</td>
<td>1st/2nd</td>
<td>0.2047</td>
<td>0.1031</td>
<td>0.9793</td>
<td>0.8969</td>
<td>0.1902</td>
</tr>
<tr>
<td></td>
<td>2nd/1st</td>
<td>0.2244</td>
<td>0.1929</td>
<td>0.7756</td>
<td>0.8071</td>
<td>0.2167</td>
</tr>
<tr>
<td>COX2</td>
<td>1st/2nd</td>
<td>0.1095</td>
<td>0.0999</td>
<td>0.8905</td>
<td>0.9001</td>
<td>0.7370</td>
</tr>
<tr>
<td></td>
<td>2nd/1st</td>
<td>0.1772</td>
<td>0.1702</td>
<td>0.8282</td>
<td>0.8298</td>
<td>0.4316</td>
</tr>
<tr>
<td>FXa</td>
<td>1st/2nd</td>
<td>0.0281</td>
<td>0.0204</td>
<td>0.9719</td>
<td>0.9796</td>
<td>0.7784</td>
</tr>
<tr>
<td></td>
<td>2nd/1st</td>
<td>0.0273</td>
<td>0.0176</td>
<td>0.9727</td>
<td>0.9824</td>
<td>0.7597</td>
</tr>
<tr>
<td>PDE5</td>
<td>1st/2nd</td>
<td>0.0732</td>
<td>0.0869</td>
<td>0.9268</td>
<td>0.9131</td>
<td>0.1703</td>
</tr>
<tr>
<td></td>
<td>2nd/1st</td>
<td>0.0932</td>
<td>0.1042</td>
<td>0.9068</td>
<td>0.8958</td>
<td>0.2043</td>
</tr>
</tbody>
</table>

Table 3. Virtual Screening Results on Odd/Even Splits using MolPrint2D Fingerprints (with the Tanimoto Kernel)

<table>
<thead>
<tr>
<th>data set</th>
<th>train/test split</th>
<th>ranking error</th>
<th>AUC</th>
<th>average precision</th>
<th>actives in top 25</th>
<th>actives in top 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDK2</td>
<td>Odd/Even</td>
<td>0.0217</td>
<td>0.0212</td>
<td>0.9783</td>
<td>0.9788</td>
<td>0.8936</td>
</tr>
<tr>
<td></td>
<td>Even/Odd</td>
<td>0.0084</td>
<td>0.0069</td>
<td>0.9916</td>
<td>0.9931</td>
<td>0.9243</td>
</tr>
<tr>
<td>COX2</td>
<td>Odd/Even</td>
<td>0.0030</td>
<td>0.0021</td>
<td>0.9970</td>
<td>0.9979</td>
<td>0.9430</td>
</tr>
<tr>
<td></td>
<td>Even/Odd</td>
<td>0.0044</td>
<td>0.0026</td>
<td>0.9956</td>
<td>0.9739</td>
<td>0.8922</td>
</tr>
<tr>
<td>FXa</td>
<td>Odd/Even</td>
<td>0.0010</td>
<td>0.0010</td>
<td>0.9990</td>
<td>0.9990</td>
<td>0.9983</td>
</tr>
<tr>
<td></td>
<td>Even/Odd</td>
<td>0.0008</td>
<td>0.0005</td>
<td>0.9992</td>
<td>0.9995</td>
<td>0.9683</td>
</tr>
<tr>
<td>PDE5</td>
<td>Odd/Even</td>
<td>0.0021</td>
<td>0.0016</td>
<td>0.9979</td>
<td>0.9984</td>
<td>0.9709</td>
</tr>
<tr>
<td></td>
<td>Even/Odd</td>
<td>0.0025</td>
<td>0.0020</td>
<td>0.9975</td>
<td>0.9980</td>
<td>0.9503</td>
</tr>
<tr>
<td>α₁₄AR</td>
<td>Odd/Even</td>
<td>0.0072</td>
<td>0.0083</td>
<td>0.9928</td>
<td>0.9917</td>
<td>0.8916</td>
</tr>
<tr>
<td></td>
<td>Even/Odd</td>
<td>0.0063</td>
<td>0.0037</td>
<td>0.9937</td>
<td>0.9963</td>
<td>0.8932</td>
</tr>
</tbody>
</table>

Table 4. Virtual Screening Results on Odd/Even Splits using FP2 Fingerprints (with the Tanimoto Kernel)

<table>
<thead>
<tr>
<th>data set</th>
<th>train/test split</th>
<th>ranking error</th>
<th>AUC</th>
<th>average precision</th>
<th>actives in top 25</th>
<th>actives in top 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDK2</td>
<td>Odd/Even</td>
<td>0.0060</td>
<td>0.0249</td>
<td>0.9940</td>
<td>0.9751</td>
<td>0.8841</td>
</tr>
<tr>
<td></td>
<td>Even/Odd</td>
<td>0.0225</td>
<td>0.0150</td>
<td>0.9775</td>
<td>0.9850</td>
<td>0.8307</td>
</tr>
<tr>
<td>COX2</td>
<td>Odd/Even</td>
<td>0.0086</td>
<td>0.0079</td>
<td>0.9814</td>
<td>0.9821</td>
<td>0.9262</td>
</tr>
<tr>
<td></td>
<td>Even/Odd</td>
<td>0.0509</td>
<td>0.0414</td>
<td>0.9491</td>
<td>0.9851</td>
<td>0.8096</td>
</tr>
<tr>
<td>FXa</td>
<td>Odd/Even</td>
<td>0.0176</td>
<td>0.0005</td>
<td>0.9824</td>
<td>0.9999</td>
<td>0.8899</td>
</tr>
<tr>
<td></td>
<td>Even/Odd</td>
<td>0.0078</td>
<td>0.0020</td>
<td>0.9922</td>
<td>0.9980</td>
<td>0.8949</td>
</tr>
<tr>
<td>PDE5</td>
<td>Odd/Even</td>
<td>0.0049</td>
<td>0.0041</td>
<td>0.9951</td>
<td>0.9959</td>
<td>0.9415</td>
</tr>
<tr>
<td></td>
<td>Even/Odd</td>
<td>0.0127</td>
<td>0.0091</td>
<td>0.9873</td>
<td>0.9909</td>
<td>0.9394</td>
</tr>
<tr>
<td>α₁₄AR</td>
<td>Odd/Even</td>
<td>0.0102</td>
<td>0.0077</td>
<td>0.9898</td>
<td>0.9923</td>
<td>0.8597</td>
</tr>
<tr>
<td></td>
<td>Even/Odd</td>
<td>0.0381</td>
<td>0.0288</td>
<td>0.9619</td>
<td>0.9712</td>
<td>0.8325</td>
</tr>
</tbody>
</table>
impact of the training set size, experiments were then conducted in which increasing fractions of the training set (20%, amounting to 5 actives and 209 inactives; 40%, amounting to 10 actives and 418 inactives; and so on, up to 100%, amounting to 25 actives and 1046 inactives) were actually used to train the algorithms.

There are several observations to be made. First, consistent with observations made by Geppert et al.\textsuperscript{13} in the context of SVM-based ranking, the performance on the test set generally improves with an increase in the training set size. This is true for both SVM and RankSVM algorithms, regardless of the data set or representation used.

Second, when the complete training set consisting of 25 actives and 1046 inactives is used (same training set size as in the 1st/2nd and Odd/Even splits above), we find that in agreement with our expectations, the performance in the case of these random splits lies between the two extreme performance levels observed in the case of the 1st/2nd and Odd/Even splits; again, this is true for both algorithms, regardless of the particular data set or representation used.
confirms that the training sets in the random splits are on average more representative of the corresponding test sets than in the 1st/2nd splits and less similar to the test sets than in the Odd/Even splits.

Third, as observed previously in the case of the 1st/2nd splits, we note that the FP2 fingerprints tend to result in somewhat better ranking performance than the MolPrint2D fingerprints when measured in terms the bipartite ranking error or AUC, particularly for smaller training set sizes.

Finally, we observe that on these random train/test splits, the ranking performance of the RankSVM algorithm in terms of the bipartite ranking error or AUC is in general superior to SVM-based ranking. This is true for all five data sets and for both fingerprint representations, and is also illustrated in Figures 7 and 8, which show the performance of the two algorithms using the MolPrint2D and FP2 fingerprints, respectively, averaged over the five data sets. We note that these figures also show that when measured in terms of the other performance measures, such as average precision or number of actives retrieved in the top portion of the ranking, the performance of the two algorithms is broadly similar. This is not surprising given that the RankSVM algorithm optimizes (approximately) the bipartite ranking error or AUC, which are global measures of ranking performance, whereas...
the other three measures focus on local ranking accuracy at the top of a ranking (see section 2.5); we discuss this further in section 4.3 below.

4.2. QSAR Ranking Results. As discussed in Section 3, we compared the performance of the RankSVM algorithm for ranking with real-valued labels with that of SVR-based ranking on two QSAR data sets consisting of inhibitors of DHFR and COX2, respectively. Two different descriptor representations were used for these data sets: 2.5D descriptors, which were used in the original study by Sutherland et al.

As discussed in section 4.1, and consistent with the observations of Geppert et al., the RankSVM algorithm gives slightly better ranking performance than the SVR algorithm. As discussed in section 3.4, the original splits above represent a worst-case situation, since the test compounds are selected to be maximally diverse and are therefore likely to require considerable extrapolation from the training set. The random splits were designed to simulate a situation in which the training set would be more representative of the test set. The results on these random splits using the 2.5D descriptors are shown in Table 9; those using FP2 fingerprints are shown in Table 10. Each number shown in these tables is the average over 10 random splits. In each case, the performance of the two algorithms on these splits is similar overall, we note that the FP2 fingerprints in particular, the RankSVM algorithm gives slightly better ranking performance than the SVR algorithm.

As discussed in section 3.4, the original splits above represent a worst-case situation, since the test compounds are selected to be maximally diverse and are therefore likely to require considerable extrapolation from the training set. The random splits were designed to simulate a situation in which the training set would be more representative of the test set. The results on these random splits using the 2.5D descriptors are shown in Table 9; those using FP2 fingerprints are shown in Table 10. Each number shown in these tables is the average over 10 random splits. In each case, 237 out of 361 compounds in the DHFR data set and 188 of 292 compounds in the COX2 data set were randomly selected to form the training set; the remaining compounds were assigned to the test set (same sizes as in the original splits as above). In addition, to evaluate the impact of the training set size, experiments were conducted in which increasing fractions of the training set (10%, 20%, and so on up to 100%) were actually used to train the algorithms.

Again, there are several observations to be made. A first observation is that as with the virtual screening experiments described in section 4.1, and consistent with the observations of Geppert et al., the increase in training set size generally leads to improvement in performance on the test set. This is observed most consistently for performance measured in terms of the ranking error, but is broadly true also for the other performance measures.

A second observation is that the FP2 fingerprints (with the Tanimoto kernel) tend to give better ranking performance.
mizes the (relevance-weighted) ranking error, which takes
representations. We also note that in terms of the other
training set sizes.

descriptors appear to give better performance for larger
than the 2.5D descriptors (with the Gaussian kernel) for
smaller training set sizes. On the other hand, the 2.5D
descriptors appear to give better performance for larger
training set sizes.

Finally, we observe that on these random train/test splits,
the ranking performance of the RankSVM algorithm in terms
of the ranking error is in general superior to SVR-based
ranking. This is true for both data sets and for both descriptor
representations. We also note that in terms of the other
performance measures such as the rank correlation coeffi-
cients or NDCG, neither algorithm is a clear winner. This
is not surprising given that the RankSVM algorithm opti-
mizes the (relevance-weighted) ranking error, which takes
into account the actual activity values of the compounds,
whereas the Kendall τ and Spearman ρ rank correlation
coefficients measure performance only with respect to the
ordering or ranking of compounds implied by the activities.
Moreover, the ranking error measures the global performance
of a ranking, whereas the NDCG focuses on local accuracy
at the top of a ranking (see section 3.5). This is discussed
further below.

4.3. Discussion. We observed in the virtual screening
experiments above that the bipartite RankSVM algorithm
outperformed SVM-based ranking in terms of the bipartite
ranking error or AUC, which are the performance measures
(approximately) optimized by the RankSVM algorithm in
this setting. However, in terms of the other performance
measures such as the average precision or the number of
actives retrieved in the top portion of the ranking, the
performance of the two algorithms was broadly similar.
Similarly, in the QSAR ranking experiments, the RankSVM
algorithm outperformed SVR-based ranking in terms of the
(relevance-weighted) ranking error, which is the performance
measure (approximately) optimized by the RankSVM algo-

<table>
<thead>
<tr>
<th>data set</th>
<th>no. train</th>
<th>ranking error</th>
<th>correlation</th>
<th>Kendall’s τ</th>
<th>Spearman’s ρ</th>
<th>NDCG</th>
</tr>
</thead>
<tbody>
<tr>
<td>DHFR</td>
<td>24</td>
<td>0.4755</td>
<td>0.4601</td>
<td>0.0982</td>
<td>0.0966</td>
<td>0.0727</td>
</tr>
<tr>
<td></td>
<td>48</td>
<td>0.3430</td>
<td>0.3509</td>
<td>0.1857</td>
<td>0.1747</td>
<td>0.1225</td>
</tr>
<tr>
<td></td>
<td>72</td>
<td>0.2840</td>
<td>0.2726</td>
<td>0.2355</td>
<td>0.2231</td>
<td>0.1552</td>
</tr>
<tr>
<td></td>
<td>96</td>
<td>0.2483</td>
<td>0.2351</td>
<td>0.2489</td>
<td>0.2548</td>
<td>0.1715</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>0.2171</td>
<td>0.2121</td>
<td>0.2519</td>
<td>0.2560</td>
<td>0.1692</td>
</tr>
<tr>
<td></td>
<td>144</td>
<td>0.2023</td>
<td>0.2032</td>
<td>0.2409</td>
<td>0.2511</td>
<td>0.1667</td>
</tr>
<tr>
<td></td>
<td>168</td>
<td>0.2019</td>
<td>0.1817</td>
<td>0.2480</td>
<td>0.2774</td>
<td>0.1657</td>
</tr>
<tr>
<td></td>
<td>192</td>
<td>0.1808</td>
<td>0.1749</td>
<td>0.2706</td>
<td>0.2775</td>
<td>0.1830</td>
</tr>
<tr>
<td></td>
<td>216</td>
<td>0.1816</td>
<td>0.1722</td>
<td>0.2596</td>
<td>0.2686</td>
<td>0.1722</td>
</tr>
<tr>
<td></td>
<td>237</td>
<td>0.1714</td>
<td>0.1681</td>
<td>0.2606</td>
<td>0.2712</td>
<td>0.1754</td>
</tr>
<tr>
<td>COX2</td>
<td>19</td>
<td>0.4362</td>
<td>0.4294</td>
<td>0.1194</td>
<td>0.1120</td>
<td>0.0937</td>
</tr>
<tr>
<td></td>
<td>38</td>
<td>0.3777</td>
<td>0.3922</td>
<td>0.1605</td>
<td>0.1576</td>
<td>0.1257</td>
</tr>
<tr>
<td></td>
<td>57</td>
<td>0.3325</td>
<td>0.3237</td>
<td>0.1745</td>
<td>0.1647</td>
<td>0.1478</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>0.3046</td>
<td>0.3041</td>
<td>0.1722</td>
<td>0.1708</td>
<td>0.1444</td>
</tr>
<tr>
<td></td>
<td>95</td>
<td>0.2667</td>
<td>0.2629</td>
<td>0.1960</td>
<td>0.1837</td>
<td>0.1615</td>
</tr>
<tr>
<td></td>
<td>114</td>
<td>0.2633</td>
<td>0.2616</td>
<td>0.1840</td>
<td>0.1839</td>
<td>0.1455</td>
</tr>
<tr>
<td></td>
<td>133</td>
<td>0.2760</td>
<td>0.2688</td>
<td>0.1957</td>
<td>0.2034</td>
<td>0.1560</td>
</tr>
<tr>
<td></td>
<td>152</td>
<td>0.2520</td>
<td>0.2520</td>
<td>0.2011</td>
<td>0.2022</td>
<td>0.1626</td>
</tr>
<tr>
<td></td>
<td>171</td>
<td>0.2392</td>
<td>0.2397</td>
<td>0.1988</td>
<td>0.2125</td>
<td>0.1650</td>
</tr>
<tr>
<td></td>
<td>188</td>
<td>0.2153</td>
<td>0.2250</td>
<td>0.1912</td>
<td>0.1899</td>
<td>0.1553</td>
</tr>
</tbody>
</table>

Table 10. QSAR Ranking Results on Random Splits Using FP2 Fingerprints (with the Tanimoto Kernel)
\( \tau \) and Spearman \( \rho \) rank correlation coefficients or the NDCG, neither algorithm was a clear winner. This suggests the need for alternative ranking algorithms that could be used to optimize these other performance measures.

Indeed, as discussed in sections 2 and 3, performance measures such as the average precision and NDCG which focus on ranking accuracy at the top of a ranked list are of significant interest in IR applications, and there has been much effort recently in the machine learning and IR communities to develop algorithms that can optimize these criteria.\(^{23,48-53}\) However, since these measures are defined in terms of the ranking of a whole list of objects (rather than pairs of objects), these algorithms generally require many different ranked lists, of documents ranked with respect to different queries, as training examples, together with a joint query-document feature representation to facilitate generalization across different queries. While we are not aware of any applications of these algorithms to drug discovery settings, this could potentially be a fruitful avenue to explore in the future. Using these algorithms in a drug discovery setting would require many different ranked lists, of compounds ranked with respect to different targets, as training examples, together with a joint target-compound representation. Such a representation was used implicitly in a different context recently by Geppert et al.,\(^{37}\) through the use of joint target-ligand kernels.

Another approach is to develop machine learning algorithms that focus on ranking accuracy at the top of the list, but that require only preference examples between compounds with respect to a single target. One such example is the algorithm of Rudin,\(^{26}\) which is a boosting style algorithm. Recently, we have developed a support vector style kernel-based ranking algorithm that focuses on accuracy at the top, and that has shown promising results in initial virtual screening experiments; this work will be reported elsewhere.

Another criterion that is often important in drug discovery settings is the diversity of the compounds returned at the top of a ranking. Ranking algorithms that can incorporate diversity constraints into the optimization criteria may therefore be of interest in such settings.\(^{54}\)

Finally, in our experiments, we have used the Tanimoto kernel for binary fingerprint vectors and the Gaussian kernel for real-valued descriptor vectors, both of which are popular in the application of kernel-based methods in drug discovery.\(^{9,12,57}\) However one can also use other kernel functions, such as molecular graph kernels and pharmacophore kernels that have been designed specifically for chemical applications,\(^{55,56}\) in conjunction with the ranking methods we have proposed here. In particular, in cases where the library of chemical compounds to be ranked is known in advance, one can construct a chemical similarity graph over the compounds in the training set and test library using an arbitrary chemical similarity measure,\(^{57,58}\) and then use graph-based ranking methods\(^{21}\) that effectively construct a kernel function from such a graph.

5. CONCLUSION

The problem of ranking chemical structures arises in a variety of drug discovery settings. For example, in virtual screening applications, where the goal is to identify active compounds from large databases of mostly inactive compounds, one often wants to rank compounds such that active compounds are ranked higher than inactive ones. Similarly, in QSAR ranking applications, where the goal is to identify compounds with higher activities, one wants to rank compounds such that compounds with greater activities are ranked higher than those with lower activities. With the growing scale of chemical databases, machine learning and data mining methods are increasingly used for such tasks; in particular, classification methods, such as those based on SVMs, are widely used for ranking tasks in virtual screening applications, while regression methods, such as SVR, are frequently used for ranking tasks in QSAR applications. In this study, we have proposed a new machine learning approach for such tasks that makes use of recent advances in ranking methods in machine learning. Our experiments with a variety of chemical data sets and descriptors demonstrate that these new ranking methods, which are designed to directly optimize ranking accuracy, lead to better ranking performance than previous machine learning approaches; in particular, we show that variants of a support vector ranking algorithm called RankSVM outperform both SVM-based methods for virtual screening and SVR-based methods for QSAR ranking. This suggests that ranking methods in machine learning could prove to be a powerful tool for prioritizing drug candidates, with the potential to help lower the costs associated with failed molecules. As discussed above, there are many exciting avenues for further research, including for example the application and development of ranking algorithms that focus on ranking accuracy at the top of a ranking or that incorporate diversity constraints into the ranking, as well as the use of graph-based ranking methods in conjunction with appropriate chemical similarity graphs.
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